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Abstract

Bifactor models have gained increasing popularity in 
the literature concerned with personality, psychopathology 
and assessment. Empirical studies using bifactor analysis 
generally judge the estimated model using SEM model fit 
indices, which may lead to erroneous interpretations and 
conclusions. To address this problem, several researchers 
have proposed multiple criteria to assess bifactor models, 
such as a) conceptual grounds, b) overall model fit indices, 
and c) specific bifactor model indicators. In this article, we 
provide a brief summary of these criteria. An example using 
data gathered from a recently published research article is 
also provided to show how taking into account all criteria, 
rather than solely SEM model fit indices, may prevent re-
searchers from drawing wrong conclusions.

Keywords: Confirmatory factor analyses, bifactor models, 
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Resumen 

En los últimos años, el uso de modelos bifactor ha 
tenido un creciente protagonismo en las literaturas de per-
sonalidad, de psicopatología y de evaluación psicológica. 
Los estudios empíricos que aplican este procedimiento ge-
neralmente hacen determinaciones sobre la estructura final 
utilizando únicamente índices de ajuste obtenidos a partir de 
modelos de ecuaciones estructurales, lo que puede derivar 
en conclusiones erróneas. Por este motivo, recientemente 
se han propuesto diferentes criterios a la hora de evaluar el 
ajuste de modelos bifactor que incluyen a) consideraciones 
teóricas, b) índices de ajuste global del modelo y c) indica-
dores específicos del modelo bifactor. En este artículo se 
repasan brevemente estos criterios. Asimismo, se ofrece un 
ejemplo utilizando datos provenientes de una publicación 
reciente con el fin de evidenciar cómo las decisiones ba-
sadas en los índices globales de ajuste, sin tener en cuenta 
las bases teóricas y los indicadores específicos del bifactor, 
pueden llevar a los investigadores a obtener conclusiones 
sesgadas.

Palabras clave: Análisis factorial confirmatorio, modelos 
bifactor, PANAS, índices estadísticos complementarios
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Introduction

Despite the increasing use of bifactor mod-
els in psychology and related sciences, several 
researchers have noticed common errors in the 
bifactor analyses performed, particularly in the 
interpretation of model fit based solely in SEM 
(structural equation model) model fit indices 
(Gignac, 2016; Rodriguez, Reise, & Haviland, 
2016). Based on literature review, the aim of the 
present article is to recommend multiple criteria 
when assessing bifactor models, including a) con-
ceptual grounds, b) overall model fit indices, and 
c) additional, specific bifactor model indicators. 
Using data from a recent publication on factori-
al structure of the Positive and Negative Affect 
Schedule (Seib-Pfeifer, Pugnaghi, Beauducel, & 
Leue, 2017), we illustrate errors and misinterpre-
tation that can result from exclusively relying on 
SEM model fit indices without taking into con-
sideration certain theoretical basis and/or specific 
bifactor model fit indices.

Bifactor Model: Basic Issues

Within the framework of confirmatory fac-
tor analysis, albeit not exclusive to this approach, 
bifactor models (BM) represent one of the options 
available to the applied researcher for simultane-
ously testing the extent to which a particular set of 
items are explained by a general underlying factor 
and group-level factors. By doing so, BM consti-
tutes a means to determine whether the construct 
being measured by a scale can be viewed primar-
ily as either unidimensional or multidimension-
al. Bifactor models should be distinguished from 
hierarchical models with higher-order factors. 
Particularly, because in the latter the group-level 
factors represent dimensions of a general factor, 
whereas in BM, group-level factors are hypothe-

sized to be independent (i.e. orthogonal) and not 
lower-order factors of the general factor (see Fig-
ure 1). Accordingly, BM is especially useful for 
assessing the validity of an instrument intended to 
measure both the overall construct and its specific 
dimensions (Rodriguez et al., 2016).

Given that BM tends to outperform conven-
tional confirmatory factorial analysis (CFA) mod-
els simply because of the way in which these are 
specified (Gignac, 2016; Morgan, Hodge, Wells, 
& Watkins, 2015), when a particular BM yields 
adequate model fit indices it is highly recom-
mended to use complementary statistical indices 
for a more accurate interpretation. These addi-
tional, BM-specific fit indices are the Explained 
Common Variance (ECV), the Percentage of Un-
contaminated Correlations (PUC), the hierarchi-
cal Omega coefficients (omega ω, omega subscale 
ωs, omega hierarchical ωh, and omega hierarchical 
subscale ωhs) and the H coefficient (Rodriguez et 
al., 2016).

The ECV represents the proportion of the 
common variance attributable to the general fac-
tor. On the other hand, the ωh reflects the propor-
tion of the total variance explained by the general 
factor, while the ωhs reflects the proportion of the 
total variance accounted for the specific factors 
after controlling for the influence of the general 
factor. High values on ECV (> .60) and ωh (> .70) 
indicate that the variance of the indicators is sub-
stantially accounted for by the general factor and, 
therefore, the tenability of specific factors would 
be forced. Nonetheless, some authors (Bonifay, 
Lane, & Reise, 2017) have also pointed that if 
ωhs explains a non-redundant amount of variance 
(> .30), then the specific factors could be retained 
along with the general factor, albeit considering 
the theoretical underpinnings of such decision. 
Also, there is an application of ECV at item level 
(ECV-I, Stucky, Thissen, & Edelen, 2013) with a 
similar interpretation to ECV .
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The PUC indicates the percentage of cor-
relations not contaminated by multidimension-
ality (i.e., group-level factors) and moderates or 
supports the interpretation of ECV. According to 
Rodriguez et al. (2016), when ECV is > .70 and 
PUC > .70, the common variance can be regarded 
as essentially unidimensional, thus supporting the 
general factor. Finally, the H coefficient is a mea-
surement of construct replicability and is defined 
as the extent to which a set of items represents a 
latent variable (Hancock & Mueller, 2001). This 
coefficient is calculated as the ratio of the percent-
age of variance explained by the latent variable to 
the percentage of variance unexplained by the la-
tent variables. High H values (> .80) suggest that 
the latent variable is well-defined and adequately 
represented by the observed indicators, thus more 
likely to be replicated across studies.

Along with complementary model fit indi-
ces, theoretically-based reasoning should be ap-
plied when deciding in favor of a factor model 
other than overall model fit (Morgan et al., 2015), 
so that the interpretation of the resulting factors is 
conceptually well founded.

Figure 1
Graphical representations of higher-order factor model and bifactor model.

Note. X1, X2, Y1, Y2, y Z1, Z3 = items; F1-F3 = factors; S1-S3 = group-level factors in bifactor model; G = general factor.

Example: Factor structure of PANAS

In their study, Seib-Pfeifer et al. (2017) con-
cluded that the BM comprising positive affect 
(PA), negative affect (NA), and a general Affec-
tive Polarity factor had a better model fit com-
pared to alternative two- and three-factor mod-
els. They made this assertion even when relevant 
BM statistical indices (e.g., ECV, ωh, ωhs) were 
not provided. Indeed, when BM statistical indices 
are calculated, conclusions differ markedly from 
Seib-Pfeifer et al. (2017). In particular, results 
show that the common variance accounted for by 
the general Affective Polarity factor is rather weak 
(ECV = 10.8 %), as it is also for the variance at 
item level (ECV-Imean: .07 for PA and .16 for NA). 
The mean factor loading is moderate-to-high for 
both PA (λmean = .52) and NA (λmean = .57), and a 
significant amount of variance is also explained 
by the two specific factors (PAωhs = .78; NAωhs 
= .72). In contrast, both factor loadings and ex-
plained variance of the general Affective Polarity 
factor are close to zero (λmean = .091; ωh= .049). In 
addition, the PUC value is .53 and the H coeffi-
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cient is acceptable for group-level factors (HPA = 
.80; HNA = .77) and low for the general factor (HG 
= .41). All in all, these findings suggest that the 
conclusion drawn by Seib-Pfeifer et al. (2017) in 
their study, i.e that BM provides the most appro-
priate representation of the PANAS, is erroneous.

Conclusion

In a strict sense, a factor is a mathematical 
abstraction derived from the empirical covari-
ance between a set of variables, which may (or 
may not) be interpreted as a common, substantive 
cause underlying a set of observable behaviors. 
The bifactor model is an alternative specifica-
tion of the second order factor. In contrast to sec-
ond-order models, the bifactor a) allows for the 
quantification of the direct effect of the general 
factor on observable variables without the need 
for such a relationship to be fully mediated by 
group factors, and b) facilitates independent eval-
uation of the merits of general and group factors. 
Underlying this model is the hypothesis that there 
is a general factor with causal influence on all 
items (Arias, Jenaro, & Ponce, 2018). Sometimes, 
the variance shared between different indicators 
may be artificial, the valence of the items (Bäck-
ström & Björklund, 2016), or general features of 
those examined -not directly related to the con-
struct- such as self-esteem (Davies, Connelly, 
Ones, & Birkland, 2015). These may increase the 
fit of the bifactor model, leading to the erroneous 
conclusion that there is a general, psychological, 
and psychometrically meaningful factor.

Bifactor models constitute a useful analytic 
method for the assessment of construct validity in 
psychological measuring. However, researchers 
should be wary when performing bifactor analy-
sis and avoid using SEM model fit indices as the 
main or only criteria to judge the feasibility of a 

BM, since conclusions based on such criteria can 
be misleading considering that complementary 
statistical fit indices provide researchers with rel-
evant information concerning the salience of gen-
eral and group-level factors. Such information, 
together with theoretical background, will allow 
for the selection of the most appropriate factor 
model and ensure the validity of the inferences 
drawn from the scale scores.
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